The following is a pre-publication draft of a letter to the editor of the Journal of Scientific Exploration, to appear as a response to a letter by Helmut Schmidt. It is made available for convenience because it provides a summary of some recent modeling work, but it is not to be quoted, referenced or further distributed.   -- Roger Nelson

 To the Editor: We are pleased that Helmut Schmidt has taken the time to write a commentary on the Global Consciousness Project (GCP), and we appreciate the opportunity to respond to his letter in the Journal of Scientific Exploration (Schmidt, 2009). 

Helmut Schmidt's Interpretation


The first part of Schmidt's letter restates our finding, in a somewhat convoluted way, that the primary effect in the formal GCP experiment is in the trial correlations and not in the trial variances. Then he proceeds to an effort to interpret the experiment in terms familiar to his own work. For a number of reasons, we believe that effort fails, though it does provide a focus for us to describe the more coherent and data-driven approach we take.


Schmidt proposes that the GCP aggregate result should be construed as an intentional or goal-oriented PK effect, similar to interpretations of micro-PK experiments in which subjects attempt to change the output of a "target" RNG. Specifically, he suggests that the Project experimenters and RNG hosts collectively exert a PK effect, which results in significant deviations of the chosen target statistics. Schmidt recognizes that, in the case of the GCP, defining goal-oriented PK is complicated by the variable involvement of the many people associated with the project. Accordingly, one needs to ask how a common "target" or goal can be assumed for the pool of individuals who presumably act as PK sources. Schmidt suggests that the Project effectively resolves this "puzzle" by publicly defining the statistic for each global event. He further suggests that, because evidence for a retro-PK effect has been reported in the literature, there is no inconsistency with individuals learning of the target statistic after data have been recorded (as is generally the case for the GCP). He concludes that goal-oriented PK offers a viable interpretation of the GCP results, and he believes that since this is a familiar framework, it should be preferred over other approaches that may introduce unfamiliar mechanisms. 


To begin, given Schmidt's obvious care in reading our papers, we are gratified to see that he agrees that the real question is how we should interpret the result. Unfortunately, he misses or glosses over the essential point of our 2008 paper on the GCP event experiment, which is to describe a research program that begins by identifying data deviations via a formal experiment and then proceeds to characterize the structure of those data deviations (Bancel & Nelson, 2008). Our goal is not to present or defend a theory, but to provide a basis for assessing and comparing different explanatory views, including the one Schmidt proposes. 


Schmidt's goal-oriented PK model for the GCP effect is not specific, but appears to depend at least partly on what he calls a “non-causal mechanism” that can reach into the past as well as the imminent future to create anomalous structure in the random data. While there are substantial differences, this bears some similarity to the Decision Augmentation Theory (DAT) idea that psi effects are achieved by making the right choices (for example, timing) based on accessing information about the future outcome of a trial or experiment (May et al., 1995; Schmidt, 1969).


In any case, we find Schmidt's model unsatisfactory on several grounds: It is structurally incorrect, as we show in some detail below, and second, it replaces one mystery with another – instead of a local, concurrent effect of consciousness, it proposes an effect of consciousness reaching back and forth across time. While an observer using precognition (in the DAT version of goal-oriented PK) to “press the button” at just the right time to produce a desired future effect has captured the imagination of various commentators in parapsychology, and has even attracted some modeling efforts, it is possible to do better. The GCP database is deeply dimensioned and it allows us to distinguish models analytically. It is constructed to facilitate adjudication between models that require mental time travel and those that propose immediate effects via a field-like interaction of consciousness and environment. 


Schmidt appears to believe that we propose a global consciousness effect. This is not the case, formally. Instead we propose an experiment designed to test for such an effect, defined operationally. To this end, the GCP experiment evaluates the hypothesis that our data will show correlations with global events. In particular, we test for internal correlations in the network at the time of global events, and then proceed to assess physically relevant aspects of those correlations, such as their spatial and temporal structure. These are among the design aspects that make the GCP unique. Hence, we disagree with Schmidt's unstated but essential assumption that the formal result by itself provides enough information for choosing between approaches. That is far too narrow a stance for a subject we understand so poorly, especially given the richness of the 10-year database and the fact that the GCP design explicitly allows for detection of effects that may be other than goal-oriented. As we indicated in our 2008 paper, we have made significant progress in identifying correlation structure that is inconsistent with simple goal-oriented models, whether of the PK variety proposed by Schmidt or selection-type models such as DAT. A series of papers detailing our findings is in preparation.


We strongly disagree that familiarity with a past point of view is a reason for preferring it in a new experimental situation, the more so if this requires stretching the “familiar” parameters. Indeed, should the GCP effects prove to be of general relevance to psi phenomena, it may help illuminate what models make sense for more conventional parapsychological experiments such as micro-PK and remote viewing. 


The preceding comments aside, Schmidt's proposal is inconsistent with the experimental procedures. Formal registration of event parameters is made by Roger Nelson, with contributions by one or a few other “predictors” in about half the cases. Only infrequently are other collaborators (analysts and egg hosts) aware that an event has been registered prior to the calculation and posting of its outcome. Results are posted to the GCP Web site after analysis, and only then do most of the people associated with the GCP know about the event. We can determine from site usage statistics that there is little or no traffic to the prediction registry before this public posting of the results. If collaborators and associates are not aware that an event is registered as a formal test of the GCP hypothesis before the result is calculated, they cannot influence the outcome of the calculation as Schmidt proposes, certainly not by intention. Thus the only reasonable model for Schmidt is that the GCP's result is an experimenter PK effect due solely to the project's director, aided perhaps by a retro-PK influence from assorted people who look at the results. While this attribution may appear to be compatible with Schmidt's position, we reiterate that it begs a principal motivation of the GCP: the details of data structure can be used to distinguish between competing interpretations, including experimenter PK and DAT models, or some hitherto unknown capacity of consciousness. 


One can attempt to refine Schmidt's approach and we encourage such efforts. For example, one could argue that it is not necessary that people involved with the project be informed of the precise statistic for each event in order to exert a PK influence. The similarity of statistics from event to event (the statistics vary chiefly by the assigned duration of event periods) allows a sufficient commonality of goal-oriented targets for an extended group of people. But this does not resolve the prediction ignorance issue, nor does it address the fact that many skeptics also follow the project closely (they would presumably expect or even wish for a null outcome). Given the speculative nature of the arguments, there is a risk of complicating an already vague theoretical approach beyond reason. In the end, we believe that maintaining the course of analytical modeling is the most productive approach. We need to continue with the characterization phase of the experiment that examines spatial, temporal, and correlation structure in the 5-sigma data set and use the insights gained to constrain models. 

Structure in GCP Correlations

We present a model based on the empirical data and show analytically that it is superior to Schmidt's proposal. This data-based modeling produces concrete arguments for or against well-formed alternative interpretations, but there are also more general arguments worth mentioning. Schmidt suggests that the anomalous GCP effects are due to the main experimenter, who knows the predictions, and perhaps to the rest of the people who are involved in the project via retrocausal influence. His model considers only the simple primary effect and ignores the possibility of other structure in the data. However, it is the case that in addition to the primary statistic that is specified in the GCP hypothesis registry and posted to the results page, there are several other independent effects and correlations. These, as we will see, show structure that was not expected by anyone involved in the experiment, including the main experimenter, prior to about 2007, some 9 years into the project. It requires an extraordinary stretch of the imagination to see how any kind of experimenter effect model could apply to or accommodate these unpredicted and unexpected effects, which were literally unknown for most of the project's history. 

For the record, we might add that Roger Nelson, the main experimenter, generally is not aware of any intention to affect the world-spanning network of RNGs during the events or during the analysis. Rather, he envisions the network as an instrument set up to monitor what is happening, not as a target for anyone's intention. Indeed, the GCP has a policy of refusing occasional offers from well-meaning people and groups to intentionally affect the network.

But let us proceed to the quantitative modeling. 

We can show that there are exactly two orthogonal measures of linear correlations in the GCP data. One of these is the primary statistic we specify in most of the formal hypothesis tests. It is a measure of network variance and can be regarded as a correlation of means. This is the only statistic Schmidt considers. The second has a similar mathematical structure and represents a correlation of variances. Both measures are significantly large compared with expectation. Moreover, these two measures are correlated with each other during the formal events, and in addition they both show a decline in magnitude as the separation of the RNGs increases. A simple model such as Schmidt's addresses only one of these five separate manifestations of structure, and so is obviously not viable. But we can go further, to a direct calculation of model fits to the data.

The primary GCP effect can be understood as non-zero correlations between the 65 or so RNGs (the number grew during the first years, but stabilized in about 2004). We show that these pair correlations in the GCP data depend on degrees of freedom (df), and this result helps to identify and distinguish competing models. The bottom line is an argument in favor of a field-type model and against DAT-like or experimenter effect scenarios. 

The network variance measure used in most of the formal hypothesis tests can be expressed as an average pairwise correlation or a sum across all pair products. In this analysis we look at the dependence of the pair-correlation sums per event ("ppsum") on the df by using regression analysis. The basic regression model is ppsum = dfK + n(df), where dfK is the effect and n(df), a noise term. We can think of these as signal and noise. We know n(df) very well because a small signal-to-noise ratio assures that the data are essentially normally distributed. Thus, n(df) is Sqrt[df], where df is the total number of pair-products for the event. The model says that the effect causes ppsum to increase as some power of df. We seek to determine the exponent K from a (nonlinear) regression. Two cases stand out: K = ½ and K = 1. 

K = ½ is the prediction of DAT and similar trans-temporal models including Schmidt's. It says that because the noise and effect both increase as Sqrt[df], the results will show a constant Z across events. Accumulating more data (through increasing the event duration or the number of eggs) does not increase the signal-to-noise ratio in this model. In contrast, K = 1 is the prediction of a field-type model. It says the effect accumulates linearly with df, thus beating out the noise, which is scaled by Sqrt[df]. 

How can we decide which model best represents the actual data in the formal GCP event experiment? Linear regressions for K = ½ and 1 both give reasonable fits. But we can do better. Rather than comparing regressions using fixed guesses for K, we can calculate a non-linear fit directly on K. This gives K = 0.59 ± 0.12. If we go no further it looks like the K = ½ model is favored. However, we now need to fold in what we have learned from other analyses about structure in the GCP data. 

We know that there is a distance effect where the inter-RNG correlations (ppsums) decrease as the geographic distance between RNGs increases, with a distance scale on the order of 8,000 to 10,000 Km. We also have evidence from time correlations between the two orthogonal measures of network structure that the effect duration is usually a few hours, and we know it is typically shorter than the event prediction. The question is: How do these parameters affect our determination of K? For our purposes here, we will look at the time case in some detail.

If the effect lasts only a few hours on average, then long events (that is, the prediction specifies an event longer than the effect) will add noise but not signal as the event length increases. This means that a straight-line regression against duration alone will have a weaker slope than a regression against the full df.1 We find a positive slope for both, but the regression slope against the total df has a Z ≈ 4, while the regression slope against only the duration part of df has Z ≈ 2.4. 

Now we can ask: What is K for a field-type effect when the event continues much longer than the actual effect? The answer is K = 0. This is because the model sees no increase in the effect as the event duration lengthens. The effect is constant (because the effect is fully "within" the event), while the noise still grows as duration (and hence df) increases. To see this, consider that K is the exponent for the absolute signal strength as a function of df. If you add more df—but those data don't contain any signal—then there is no increase in the absolute signal. Therefore, K = 0 in that regime, i.e., once the event duration surpasses the 'actual' duration of the effect.

Using this model we can make a prediction: If we have a field-type effect with average duration of several hours, then K = 1 for short events and K = 0 for long events. This is because the event ppsums increase when the event is shorter than the effect (K = 1) and then are constant for events longer than that (K = 0). To test the prediction, we split the data into events longer and shorter than 12 hours. The non-linear regressions on K then give K = 0.84 ± 0.24 for short events and K = −0.07 ± 0.16 for long events. 

This result is obviously consistent with the predictions of a K = 1 field-type model, even though we have not yet fully exploited the information in the actual data. A similar, but more involved, analysis shows the distance effect also tends to affect K, by an amount that is equivalent to about 0.2. Combining the two effects, duration and distance, we end up with a measured K pretty close to 1. We do not present the details for the distance calculation here, but the modeling approach is similar to that for duration. Both of these analyses are fully documented in a new JSE article that is in preparation. 

The duration analysis by itself yields a powerful distinguishing result. For events shorter than 12 hours, it closely matches the predictions from a field-like data anomalies model, and indicates that longer durations add nothing to the effect. It also explains why a DAT model looks viable when we use the undifferentiated whole data set: because the whole set ignores the question of (real) event durations, it averages the crossover from K = 1 to K = 0, thus accidentally (in this interpretation) agreeing with DAT. Our result says that events longer than 12 hours will fully bracket the effect, on average. To see the argument, consider a simplified example. If all GCP effects were to persist for 6 hours or less, events longer than 6 hours in duration would all contain the same full effect; we would see no difference in the average deviation of the absolute ppsum as duration increased from 6 to 12, or 18, or 24 hours. On the other hand, a 6-hour event would have more signal than a 3-hour event. Thus, we would expect to see the effect grow from 0 to 6 hours and then flatten out for longer events. 

Simply stated: we expect a crossover from K = 1 to K = 0 if the average effect duration lies between our shortest and longest events. The result shown in our regression analysis is consistent with this model. Independently, we have determined that deviations in the event data show a characteristic time structure via correlation of the two independent network measures (addressing RNG means and variances). This correlation maximizes for event durations of approximately half an hour to 2 hours, then diminishes to non-significance over the next few hours. Thus, we have both empirical evidence for our assumption of an intermediate effect duration and a fully consistent modeling result based on that assumption. 

The formal event data contain structure that points to true data anomalies and a field-like model as the most competent approach of those we have tested, empirically superior to a DAT model or a goal oriented, retrocausal model as proposed by Schmidt.

Roger Nelson

Director, Global Consciousness Project

Princeton, New Jersey

rdnelson@princeton.edu

Peter Bancel

Global Consciousness Project & Institut Métapsychique International

Paris, France

Note

1 The full df in this case is the total number of pair-products in an event = #seconds × N × (N − 1)/2, where #seconds is the duration, S. So the full df depends on both S and N. However, increasing N will always add some signal (modulo an N dependence coming from a distance effect), whereas increasing S adds only noise once S is longer than the 'real' effect. So at large df, a regression on duration alone will be most sensitive to the crossover, while a regression including the full df will get more weight from the number of pair-products at high df.
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